MATH FOR Al: ON THE GENERALIZATION OF LEARNING %
MATHEMATICAL PROBLEM SOLVING Ll JJ

COMPUTER SCIENCE

& ENGINEERING By Xu Minrui, Li Yungi, Lin Xinxin
SEEMERTRER

Advised by Prof. He Junxian

Progress

Overview Benchmarks

" Reasoning )
Cognitive neuroscience research has demonstrated >@ It's difficult to define general v~ Finish the benchmark categorization.
that learning to solve mathematical problems —— reasoning on a single benchmark. v~ Finish the design of fine-tuning strategies
enhances general reasoning abilities in humans. We categorize reasoning into 6 v~ Finish the evaluation of two different fine-tuning
domains and setup benchmarks on all strategies against baselines on most of selected
=%  Does learning  mathematical  problem-solving of them. benchmarks.
& contribute to the development of a model’s general - / ey Performance of Models by Reasoning Type
reasoning abilities? « ~ali | Mode!
g Plpellnes 12.51 B MAmMmMoTH2-7B (2-stage)
: : : : 10.0; mmm  Math-COT SFT (2-stage)
In other words,. our pr.o]ect aims to investigate \.Nheth.er | R .l mE Math-POT SFT (2-stage)
the mathematically fine-tuned LLM generalizes its ' > mEm Math-COT SFT (mixed) ]
. : : First Stage . c 5.0 mmm Math-POT SFT (mixed)
capabilities on out-of-domain reasoning tasks (e.g., code | 3 . 'l
, : s | < _
generation and logical thinking)? =1 Math SFT | | =) Math/Code 0.0- B.___ § O _
& o SET SFT Dartc Ll Bl B
. | .
Previous Works | v I
ixed Up -3.0 < Q, ' > Q (,‘IO C '{\9
. - Code SFT I Q O & 3 N
| ‘anilla Fine-tuning Data ! EI Chat SFT N S 2 N ¥
’ | |
— % |Math/Code | 11 9 ) , Data
SFTData | @ ! Conclusi
’ Base LLM  Fine-tuned LLM Benchmarks Second quge : onclusion
Pl No standard categorization of reasoning benchmarks ! @
. & 5 : Chat SFT Base LLM @ Insight: whether learning math improves the
= ambiguous map between benchmarks and LLM’s Data | ,
: . | general reasoning.
reasoning abilities : Fit e tuned
itti ' i I i . . . SR -
P2 !'LMS Sl.Jffer from. overletlng, forgettlng and uns..table @ Final LW | @ LLM Solution: two fine-tuning pipelines to mitigate
instruction-following ability s inadequate evaluation overfitting & forgetting and stabilize
Obiec’rives instruction-following abilities.
* Make use of existing models.
Sol.| Systematically categorize reasoning benchmarks * Adapt to instruction-following tasks. Future Work: Incorporate Journey Learning to
Sol.2 Adopt two fine-tuning strategies to mitigate * May weaken general reasoning abilities. propose a brand-new fine-tuning pipeline so
overfitting and forgetting as well as stabilize the that we can improve both math and general
instruction-following capability of LLMs * Improve general reasoning abilities. reasoning abilities.




